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ABSTRACT
Modern recommender systems face the challenge of capturing dy-
namic, context-rich user preferences. Traditional collaborative fil-
tering and content-basedmethods struggle with temporal dynamics,
while LLMs provide strong semantic reasoning but lack sequential
modeling, and LSTMs capture evolving behaviors but miss seman-
tic depth. We propose DUALRec (Dynamic User-Aware Language-
based Recommender), which integrates LSTM-based temporal mod-
eling with fine-tuned LLMs for semantically coherent recommenda-
tions. Evaluated on MovieLens-1M, DUALRec outperforms diverse
baselines across Hit Rate (HR@k), NDCG@k, and genre similarity
scores, demonstrating the value of bridging sequence modeling and
language reasoning for context-aware recommendation. Code and
full paper are available at https://github.com/SatoSakula/DUALRec.

CCS CONCEPTS
• Information systems → Recommender systems; • Comput-
ing methodologies → Neural networks; Natural language process-
ing.

KEYWORDS
Recommender Systems, Sequential Modeling, Large Language Mod-
els, LSTM, Multi-modal Recommendations

ACM Reference Format:
Yitong Li and Raoul Grasman. 2025. DUALRec: A Hybrid Sequential and
Language Model Framework for Context-Aware Movie Recommendation.
In Proceedings of the 19th ACM Conference on Recommender Systems (RecSys
’25), September 22–26, 2025, Prague, Czech Republic. ACM, New York, NY,
USA, 6 pages. https://doi.org/10.1145/nnnnnnn.nnnnnnn

1 INTRODUCTION
Recommendation systems, according to the definition by IBM (2024),
is an artificial intelligent (AI) system that suggests items to users.
And it plays a crucial role in improving user engagement by predict-
ing user preferences based on historical interactions. Traditional
approaches like collaborative filtering (CB, Sarwar et al., 2001) and
content-based filtering (CBF, Musto et al., 2022) have provided valu-
able foundations for modern recommenders. However, despite their
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widespread research and adoption, these approaches do fall short
in two tasks: (1) capturing the temporal dynamics of user behavior
as preferences evolve overtime, and (2) understanding the semantic
richness behind user-item interactions, such as underlying themes,
genres, or user intent shifts (Xu et al., 2025).

Traditional models often assumes user preferences are based on
past behaviour and static, while recent research has started to lever-
age contextual information including temporal patterns like user
sentiment (Yu et al., 2021), event information and emotional state
(Liu et al., 2024; Liu et al., 2023) to structure dynamic recommenders.
Large Language Models (LLMs) in this case have shown promising
performance in understanding the complex user context and inputs
(Yu et al., 2024). With LLMs capability in encoding vast amounts
of common sense knowledge and understanding of complex user
behaviours in complex scenarios(Wang et al., 2018). Therefore, it is
worthwhile to explore how LLMs can benefit recommender systems
to better represent users and items and enhance the performance
of recommender accuracy (Wang et al., 2018).

The current research proposes a novel hybrid approach, named
DUALRec (Dynamic User-Aware Language-based Recommender).
In our approach, the LSTM model is first employed to capture the
dynamic intent of user preference based on their recent activities.
Then the output from LSTM and user movie watching history will
then structured together as a natural language prompt template
to feed into our choice of four LLMs from DeepSeek and Mistral
models (DeepSeek-AI, 2024a; Mistral AI, 2023a, 2023b) as variants
to predict the next movie the user might be interested in. And we
will evaluate the performance of for DUALRec variants with the
usage of four different LLMs using the Hit Rate at n (HR@(1,5)),
Normalized Discounted Cumulative Gain at n (NDCG@(1,5)) and
Jaccard Genre Similarity matrices.

2 DATASET
The study will utilize the well-established MovieLens 1M dataset
(Harper & Konstan, 2015) which is a stable benchmark dataset
with 1 million ratings from 6000 users on 4000 movies. To ensure a
sufficient signal for learning temporal patterns, the dataset was
filtered to include only the top 1,000 most frequently watched
movies, allowing the model to focus on movies with adequate user
interaction data for training. Each movie is represented through
three complementary modalities: (1) unique movie IDs embedded
into 128-dimensional vectors, (2) tokenized movie titles using Keras
Tokenizer, and (3) multi-label genre information. The dataset was
then split into training (70%), validation (15%), and test (15%) sets
at the user level to ensure no user history leakage between splits,
and simulate real-world scenarios where models are trained on past
data and evaluated on future data.
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3 METHODOLOGY
This part introduces the comprehensive methodology for DUAL-
Rec, a novel hybrid recommendation system that addresses the
fundamental limitations of existing approaches by strategically
combining temporal sequence modelling with semantic reasoning.

3.1 Framing the Current Recommendation Task
In a movie recommendation scenario, each user interacts with a
series of movies over time. These interactions form a sequential
viewing history, where each entry records the specific movie a
viewer watched along with the corresponding timestamp. This
sequence reflects both the user’s evolving interests and the temporal
patterns in their viewing behaviour.

Specifically, as shown in Figure 1, for each user, we aim to model
the relationship between their past sequence of movie watching
history and predict the likely next movie they will watch through
our recommender model.

Figure 1: The current recommendation task in a workflow.

3.2 DUALRec Theoretical Framework
The Dynamic User-Aware Language-based Recommender (DUAL-
Rec) framework predicts recommendations from a three stage pro-
cess. In the first stage, we trained an LSTM model on users’ movie
viewing sequences to perform a sequence prediction task. The
LSTM predicts the next movie a user is most likely to watch. This
predicted movie, along with the user’s recent viewing history, is
then used to construct a natural language prompt. This prompt
is then fed into the DeepSeek V3, and Mistral 8B models in the
second stage, which generates a response with a list of semantically
relevant movie titles with release years and genre information as
personalized recommendations.

And in the third stage, we further enhanced the model by adopt-
ing the LoRA-based PEFT strategy to fine-tune two other open-
source languagemodels: DeepSeek-R1-Distill-Qwen-1.5B andMistral-
7B. We evaluate the recommendation quality using several metrics:
Hit Rate at k (HR@1, HR@5), Normalized Discounted Cumula-
tive Gain (NDCG@1, NDCG@5), and genre-level Jaccard similarity,
which measures the overlap in genre tags between predicted and
actual next movies.

3.2.1 Stage 1: Sequential Behaviour Modelling. The first stage of
DUALRec models user behavior with a multimodal two-layer LSTM.
User–item interactions are grouped by user, ordered chronolog-
ically, and represented by movie ID, tokenized title, and genre
features. Titles are processed with a Keras tokenizer (vocabulary of
5,000, max length 10), while genres are encoded as 18-dimensional
multi-hot vectors reduced via a 64-dimensional dense ReLU layer.
At each timestep, the movie embedding, title, and genre representa-
tions are concatenated into a unified feature vector, which is then
passed through the two-layer LSTM (Figure 2).

Figure 2: Two-layer LSTM architecture with input shape
(30, 256), combining embeddings from movie ID, title, and
genre. It outputs top-kmovie predictions via a 128-unit LSTM,
dropout (0.3), and dense SoftMax over 1,000 classes.

To prepare the LSTM output into Stage 2, we have the predicted
movie ID mapped back to its corresponding movie title. And this
title is then incorporated into a natural language prompt that is
later fed into the large language model (LLM).

3.2.2 Stage 2: Language-Based Contextual Reasoning. In the second
stage, DUALRec enhances its recommendation performance using
a Large Language Model (LLM) to perform free-form natural lan-
guage generation tasks. This process builds on the output provided
by the Stage 1 LSTM model, combining temporal reasoning with
rich, semantic recommendation via prompt-based generation.

Example Prompt to LLM:
Below is a user’s movie watching history: - Bug’s Life, A (1998) (An-

imation, Children’s, Comedy) - Antz (1998) (Animation, Children’s) -
Hercules (1997) (Adventure, Animation, Children’s, Comedy, Musical)
- Mulan (1998) (Animation, Children’s) - Pocahontas (1995) (Anima-
tion, Children’s, Musical, Romance) Based on this, the system (LSTM)
recommends: Mission to Mars (2000). Now, as a helpful assistant, rec-
ommend 3 more full movie titles with release years and genres that
this user would likely enjoy next.

The prompt is then passed through LLM using an OpenRouter
API call. The model will return a generated ranked list of 3 ad-
ditional movie titles. These recommendations are expected to be
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semantically cohesive, informed by movie themes, user viewing
context and genres.

Example LLMRecommendations: Based on the user’s preference
for animated, family-friendly films with adventurous and musical el-
ements, here are three recommendations that align with their viewing
history: - Tarzan (1999) Genres: Animation, Adventure, Children’s,
Musical - The Emperor’s New Groove (2000) Genres: Animation, Ad-
venture, Children’s, Comedy - Lilo & Stitch (2002) Genres: Animation,
Children’s, Comedy, Science Fiction

3.2.3 Stage 3: Language Model Fine-Tuning and Post-Generation Op-
timization. The third stage enhances semantic quality and personal-
ization through LLM fine-tuning and post-generation optimization.
Using sequential histories from MovieLens 1M, each user’s inter-
actions are chronologically ordered, with the earlier portion as
context and the last five movies as ground truth, from which three
are randomly selected as targets. Fine-tuning follows an instruc-
tion–input–output schema, where prompts combine the five most
recent movies with the Stage 1 LSTM’s top prediction, ensuring
outputs align with user preferences rather than generic sugges-
tions; a semantic re-ranking step is then applied for better intent
alignment.

Training employs Hugging Face Transformers with LoRA fine-
tuning (𝑟 = 8, 𝛼 = 16, dropout=0.1) applied to attention projections,
using DeepSeek and Mistral tokenizers with 512-token limits and a
causal language modeling objective over 3 epochs. The semantic re-
ranking is then allocated by computing cosine similarity between
SBERT embeddings (all-MiniLM-L6-v2, 384-dim) of LLM-generated
titles and the LSTM’s top prediction, reordering the three generated
titles by similarity to better align with user intent.

4 EXPERIMENTS
4.1 Baselines
To evaluate the performance of the proposed DUALRec framework,
we adopt a benchmark strategy similar to that used in the Xu et al.
(2025) research, as both models share a fundamental architecture,
we used the 11 baselines chosen by Xu et al. (2025) that allow for a
more controlled performance comparison.

The baselinemodels includeMostpop, which serves as a popularity-
based reference model. SKNN (Jannach & Ludewig, 2017), NARM
(Li et al., 2017), FPMC (Rendle et al., 2010), and STAMP (Liu et al.,
2018) represent classical sequential and session-based models. More
recent graph- and intent-based methods include GCE-GNN (Wang
et al., 2020),MCPRN (Wang et al., 2019),HIDE (Li et al., 2022), and
Atten-Mixer (Zhang et al., 2023). We also include transfer learning
and language-model baselines such as UniSRec (Hou et al., 2022)
and NIR (Wang & Lim, 2023).

4.2 Evaluation Metrics
To assess the performance of the recommendation model, we em-
ploy standard metrics that are often used to assess recommender
models (Xu et al., 2025; Wang & Lim, 2023), including Hit Rate at
n (HR@(1,5)) and Normalized Discounted Cumulative Gain at n
(NDCG@(1,5)).

In addition to ranking accuracy metrics, we also use Genre Jac-
card Similarity to assess the semantic understanding of the model’s

recommendations. Specifically, we compute the Jaccard similar-
ity between the top-1 recommended movie and the user’s actual
next movie, focusing on shared genre labels to quantify semantic
relevance.

5 RESULTS AND ANALYSIS
5.1 LSTM Model Training Result
The multimodal LSTM was trained for 10 epochs using the ML-1M
dataset with the preprocessing pipeline described in Section 4.2. As
shown in Figure 3, LSTM demonstrated a learning progression and
convergence behaviour.

Figure 3: Performance of LSTM model training with ML-1M
dataset.

Both training and validation losses show clear convergence, with
training loss decreasing from 5.63 to 4.80 by epoch 10 and validation
loss stabilizing around 5.04, indicating effective learning without
overfitting. Accuracy also improves steadily, with training accuracy
rising from 2.5% to 4.14% and validation accuracy reaching 3.44%,
which, though modest, reflects the difficulty of next-item prediction
among 1000 candidates. More importantly, top-5 accuracy achieves
16.64% on training and 14.20% on validation, demonstrating the
model’s ability to capture user intent in realistic recommendation
settings where multiple suggestions are typically considered.

5.2 DUALRec Variant Performance Analysis
and LLM Fine-tuning

As shown in Figure 4 and Figure 5(a), the DUALRec Mistral 7B
fine tuned variant achieves the strongest performance among all
four DUALRec configurations, and all 11 baselines with HR@1
and NDCG@ 1 of 0.1847. And its HR@5 performance of 0.2214,
and NDCG@5 of 0.2078 although lower than top-performing base-
lines, it still demonstrated the model’s ability to provide relevant
recommendations within the top-5 suggestions.
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Figure 4: Performance comparison of DUALRec variants ver-
sus baselines.

The DUALRec DeepSeek V3 variant showed moderate perfor-
mance, with HR@1 and NDCG@1 scores of 0.1371, which is higher
than 6 out of the 11 baselines. In contrast, the DUALRec Mistral 8B
variant performed relatively poorly, with a score of only 0.0810 on
the same metrics. The DUALRec DeepSeek Qwen variant exhibits
the lowest performance among the four DUALRec variants, with
HR@1 of 0.0583 and HR@5 of 0.0605.

Figure 5: (a) Performance comparison across the choice of
LLMs. (b) Genre similarity comparison of the LLMs predicted
next movies.

As shown in Figure 5(b), the DeepSeek V3 model achieves the
highest genre similarity score of 0.6341, indicating strong semantic
alignment with user preference even without fine-tuning. The Mis-
tral 7B fine tuned variant closely follows a score of 0.6325, further
confirming its ability to generate both contextual and thematic
relevant movie recommendations. In contrast, the DeepSeek-R1-
Distill-Qwen-1.5B variant yields a lower score of 0.5489, reflecting
its relatively weaker performance in capturing general level intent.

6 DISCUSSION
This study proposed DUALRec, a hybrid recommendation architec-
ture that integrates a multimodal LSTM-based sequential predictor
with a prompt-based Large Language Model (LLM) for natural
language reasoning. By combining temporal user behavior with
contextual inference, DUALRec aims to produce personalized and
semantically coherent movie recommendations. Among the evalu-
ated variants, a clear performance gap emerged between DeepSeek

V3, DeepSeek-R1-Distill-Qwen-1.5B (fine-tuned), and Mistral 7B
(fine-tuned). Notably, DeepSeek V3, despite not being fine-tuned,
still outperformed the fine-tuned DeepSeek Qwen variant in both
accuracy and genre similarity, suggesting possible overfitting or
limited domain alignment in the latter. The fine-tuned Mistral 7B
achieved the highest HR@1 and NDCG@1 among all DUALRec
variants and baselines while maintaining strong genre alignment,
with its architecture designed for instruction following with dense
causal and sliding window attention (Mistral AI, 2024a) likely con-
tributing to its effectiveness by better capturing structured prompts.

However, the current study has limitations, including evalua-
tion solely on the MovieLens 1M dataset representing a narrow
movie domain and training on offline, static data that limits real-
world responsiveness. Future research should extend DUALRec to
diverse multimodal datasets incorporating features such as images,
video clips, music, or user-generated reviews, while optimizing the
architecture for large-scale, real-time inference with incremental
learning algorithms to update user representations dynamically.
Overall, this study demonstrates the feasibility and effectiveness of
combining temporal sequence modeling with large-scale language
understanding for recommendation, with future iterations bene-
fiting from broader datasets, multimodal features, and real-time
adaptation techniques.

7 ETHICS AND REPRODUCIBILITY
This research uses the publicly available MovieLens-1M dataset fol-
lowing established ethical guidelines for recommendation research.
All experiments are conducted with proper data handling proce-
dures, and no personally identifiable information is utilized. Code,
experimental configurations, and detailed implementation notes
are made available at the provided GitHub repository to ensure full
reproducibility of results.
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