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Abstract

Large language models have emerged as powerful tools for feature
augmentation in recommendation systems. However, existing meth-
ods relying on quick inference often suffer from incomplete feature
coverage and insufficient specificity in feature descriptions, making
it difficult to capture fine-grained user preferences and weakening
overall performance. Inspired by the success of inference scaling in
math and coding tasks, we explore whether scaling inference can
address these limitations and enhance feature quality.

Our experiments show that scaling inference leads to signifi-
cant improvements in recommendation performance, with a 12%
increase in NDCG@10. The gains can be attributed to two key
factors: feature quantity and specificity. In particular, models using
extended Chain-of-Thought (CoT) reasoning generate a greater
number of detailed and precise features, offering deeper insights
into user preferences and overcoming the limitations of quick infer-
ence. We further investigate the factors influencing feature quantity,
revealing that model choice and search strategy play critical roles
in generating a richer and more diverse feature set. To our knowl-
edge, this is the first work to apply inference scaling to feature
augmentation in recommendation systems, bridging advances in
reasoning tasks to enhance personalized recommendation.
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1 Introduction

Large language models (LLMs) have recently become a prevalent
and effective approach to feature augmentation in recommendation
systems [35, 37, 86, 87]. By leveraging their generative capabilities,
LLMs can produce a range of item [1, 49] or user-level [65, 66] fea-
tures—ranging from high-level product attributes [68] to nuanced
decision factors [56]—thereby enhancing recommendation perfor-
mance!. However, most existing methods rely on quick inference
(also known as System-1 thinking) [30] to generate these features,
which often leads to issues such as incomplete feature coverage and
insufficient specificity [29]. As a result, these fast-thinking models
lack depth analysis and miss some critical dimensions of user pref-
erences, so the resulting features may fall short in capturing the
subtle decision-making factors that differentiate preferred items
from disliked ones.

A concrete example illustrates this limitation: when using a
standard LLM like gpt-4o0-mini [43] to analyze a user’s interactions
with musical instruments, it generates a vague feature such as
“Component Functionality” However, this feature lacks the specific
details that truly matter to a musician’s decision-making process,
like “Enhanced Durability,” “Surface Look,” and “Material Type” In
contrast, when using a model with extended Chain-of-Thought
(CoT) [67] reasoning, like 01-mini[45] or 03-mini [46], these more
detailed and personalized features are uncovered, resulting in a
richer and more precise feature set. This example highlights how
deeper reasoning allows LLMs to better capture the nuances of
user preferences, emphasizing the need for inference scaling to
overcome limitations of quick thinking.

!In this paper, a feature refers to a plain-text string generated by an LLM. It can be
encoded for use in traditional recommenders or used directly in LLM-as-Rec prompts.
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These observations motivate us to ask: can inference scaling—an
approach that allocates more computation to allow deeper reason-
ing [44, 55]—help overcome the limitations of quick inference in
recommendation settings? Inspired by its success in domains such
as math [64] and code generation [85], we explore whether deeper
reasoning can also uncover richer, more interpretable user-level fea-
tures for better recommendations. Unlike prior work that focuses
on scaling model size or data volume [80, 81, 83], we examine how
extended reasoning chains improve feature generation. Specifically,
we investigate the following research questions:

RQ1: Can inference scaling improve recommendation per-
formance, and if so, to what extent? We compare baseline LLMs
(e.g., gpt-40-mini) with models that use extended reasoning (e.g.,
ol-mini and 03-mini). Our experiments show that models with
long-CoT reasoning outperform those without, achieving a 12%
increase in NDCG@10. This demonstrates that extended reasoning,
which has proven effective in math and coding tasks, can also en-
hance recommendation models. Interestingly, while algorithms like
Beam Search [69] and Monte Carlo Tree Search (MCTS) [7] have
achieved significant success in other domains, they do not perform
as well as the Best-of-N [12] strategy for feature augmentation in
recommendation tasks. These findings suggest that deeper infer-
ence, combined with the appropriate search strategy, can lead to
substantial improvements in recommendation performance.

RQ2: Which factors drive these performance gains? We
observe that performance improvements are largely driven by the
increased feature quantity and enhanced specificity achieved through
inference scaling. We use feature quantity as a proxy for reasoning
depth: more unique valid features indicate a deeper exploration
of user preferences, thereby addressing the issue of incomplete
feature coverage. To assess this, we plot the number of unique valid
features generated by different LLMs against their recommendation
performance, as shown in Figure 1. Our results reveal a positive cor-
relation: models like DeepSeek-R1 [23] and 03-mini, which generate
the most features, also deliver the best performance. In addition,
using an LLM-as-a-judge [88] approach, we find that inference scal-
ing models consistently produce more detailed and precise features
compared to non-scaled models, effectively mitigating the problem
of insufficient specificity.

RQ3: Given that feature quantity influences performance,
what factors affect the number of generated features? We
investigate how model families, long-CoT reasoning, and model size
impact the overall quantity of generated features. Additionally, we
explore the effect of search strategies. Our results show that feature
generation is not merely the sum of individual steps—pursuing local
optimality at the step level does not always lead to overall optimality.
Step-level methods like Beam Search and MCTS underperform
compared to the solution-level Best-of-N approach in producing
a larger number of useful features. These findings highlight the
important interaction between models and search strategies in
uncovering a more comprehensive set of features.

In summary, our contributions are as follows:

(1) To our knowledge, we are the first to explore inference scaling
to address limitations in feature augmentation for recommendation
systems, bridging insights from reasoning tasks to personalization.

(2) We show that inference scaling leads to better recommenda-
tion performance by increasing feature quantity and specificity.
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Figure 1: The positive correlation between recommendation
performance and the number of unique valid features gen-
erated by different LLMs. The red dotted line represents the
best-fit line of the data.

(3) We provide an in-depth analysis of how different models and
search algorithms influence feature generation, highlighting their
role in enhancing performance.

2 Probing Inference Scaling for
Recommendation Systems

In this section, we provide an overview of the tasks, our inference
scaling strategies, and the experimental setup.

2.1 Task Formulation

We adopt a typical sequential recommendation setting [19]. Let
U be the set of users and I the set of items. Each item i € I has a
unique ID and some side information (like title and description).
The rating ry,; € {0, 1} shows whether user u liked (1) or disliked
(0) item i. Given a user u € U and their interaction history H;, =
(i1, 2. .., 1 [Ha| ), we use LLMs to infer the features that differentiate
items the user likes from those the user does not. The features
are represented as F, = {f;, fl%, el f,lf] }, where each f,i is a text-
based factor (e.g., “Age Range” or “Complexity Level” as shown in
Figure 2). The final goal is to learn a sequential recommendation
model ®(H,, ) that predicts the user’s next target item i* € I
from a set of candidates.

2.2 Inference Scaling Procedure

Our evaluation framework is shown in Figure 2. Inspired by [79],
we frame our inference scaling procedure from a reinforcement
learning (RL) perspective with the following elements:

Policy Model is responsible for generating features that cap-
ture user preferences. Given a user’s interaction history, includ-
ing item titles, descriptions, and user ratings (all directly from
the original dataset), the model is prompted to find differences
between liked and disliked items and generate potential features
for recommendations. We experiment with 14 different LLMs as
policy models to evaluate how their outputs affect performance.
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Prompt: You are a user behavior analyst. Now a [user ID] interacted with the following products: |
[Item Title 1], [Item Description 1], [User Rating 1].
[Item Title 2], [Item Description 2], [User Rating 2].
What do you think is the biggest difference in attributes between these items that this user has
rated high and low?
. Return the most likely feature you can think of and the description of this feature.

/3 Policy Model Features

History . 5
_______ Based on the historical user behavior

; B "\
W‘? tVJ. provided, I think the reasons why users

! make these decisions can be attributed to:

& ‘ 1. Age Range: .......

2. Complexity Level: .......
3. Sound Features: .......

Search
Strategy

Root
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Prompt: You are an impartial judge evaluating the quality of feature generated by an assistant.
Given the user’s rating history and generated features below:

Determine whether each feature can effectively differentiate between the user's high-rated and
low-rated items. Evaluate each feature one by one.

Downstream Recommenders

Reward Model Valid Features LLM-as-Rec @
* [User History]
Age Range [Valid Features]
Complexity Level [Item Candidates]

Text Traditional

Fmbeddi R d

Root

a Wi

Solution Level

User Timeline

&
S

Sampled
Negative Items

Step Level

Figure 2: The whole evaluation framework of LLMs for feature augmentation in recommendation systems. The policy model
generates user preference features using different search strategies. These features are then evaluated by a reward model to
identify those that effectively differentiate between liked and disliked items. The valid features are used to enhance both
LLM-based and traditional recommendation models. Among the search strategies, Best-of-N operates at the solution level,

while Beam Search and MCTS operate at the step level.

These include: (1) ® GPT series: gpt-4o-mini [43], o1-mini [45],
03-mini [46]. (2) ¥ Qwen series: Qwen2.5-Instruct in 7B, 14B, and
32B sizes [72], plus QwQ-32B-Preview [61]. (3) & Gemini series:
gemini-2.0-flash [16] and gemini-2.0-flash-thinking-exp [16]. (4)
@ DeepSeek series: DeepSeek-V3 [36] and DeepSeek-R1 [23], in-
cluding its distilled Qwen-based models (7B, 14B, 32B)?.

Reward Model evaluates the features generated by the policy
model, designating them as valid if they successfully distinguish
between a user’s liked and disliked items. Only those valid features
are used in downstream recommendation tasks. Specifically, we
use Qwen2.5-7B-Instruct [72] as the reward model.

Search Strategy guides how the policy model explores and
selects features. Various strategies can be employed, such as Best-
of-N [12], Beam Search [69], or Monte Carlo Tree Search (MCTS) [7].
These methods help balance the exploration of new features with
the reuse of promising ones. They are consistent for all policy
models. Details of each strategy can be found in Appendix A.1.

2.3 Downstream Recommendation Tasks

To evaluate how useful the generated features are, we conduct
comprehensive benchmarking across different types of sequential
recommendations, including LLM-as-Rec and traditional recom-
mendation models.

2.3.1 LLM-as-Rec. We use valid features, user history, and can-

didate items as input to LLMs. Specially, we adopt gpt-40-mini

2We refer to DeepSeek-R1-Distill-Qwen-7B simply as DeepSeek-R1-7B, and similarly
for 14B and 32B.

to perform the following recommendation tasks: (1) Direct Rec-
ommendation (DR) [38]: A listwise ranking method where the
model ranks C candidate items based on valid features and the
user’s history. The prompt is in Appendix Figure 6. Each item in
the history contains a title, a textual description, and the user’s
rating, all taken directly from the original dataset. (2) In-Context
Learning (ICL) [14]: Similar to DR, but uses a one-shot prompt
example to help the model rank candidates. (3) Next Item Predic-
tion (NIP) [21]: The model predicts the next item a user is likely to
interact with, based on their history and a set of C candidate items.

2.3.2  Traditional Recommenders. We also incorporate generated
features into traditional recommendation models using the LHUC
framework [58]. Specifically, for each user u, we join their valid
features ¥, into a string, encode it with bge-m3 [9] into text embed-
ding E;;, and map it through two MLP layers to match the hidden
size of the recommendation model. Denote the recommendation
model as R, the user’s sequential representation is:

R(Hy,) o sigmoid(MLP(Ey)),

where o denotes the element-wise multiplication. In this way, we
can incorporate the user’s features into the sequential embedding.

We evaluate the following state-of-the-art sequential recommen-
dation models: (1) SASRec [31]: A representative baseline for se-
quential recommendation, which utilizes a Transformer-based [63]
architecture to model users’ sequential interactions. (2) LRURec [77]:
A recently proposed model using linear recurrent units [22, 47] for
faster inference.
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Table 1: Statistics of the two datasets.

Dataset #Users #Items #Interactions
Toys 3,962 11,119 65,099
Instruments 1,411 6,317 23,804

2.4 Experimental Setup

2.4.1 Datasets. We conducted experiments on two public datasets:
Toys and Instruments, which correspond to the “Toys and Games”
and “Musical Instruments” categories in the Amazon dataset [42].
We selected these datasets because their moderate size makes our ex-
perimental pipeline feasible when testing across 14 different LLMs,
keeping both time and financial costs manageable. The statistics
for each dataset are provided in Table 1.

2.4.2 Metrics. For DR, ICL, and traditional recommendation mod-
els, we report HIT@K and NDCG@K for K € {5,10} as the
evaluation metrics, which are widely used in sequential recommen-
dation [59, 60, 74]. NDCG places higher weight on items ranked
at the top, while HIT treats all positions equally and essentially
measures recall. For the NIP setting, we use HIT to measure predic-
tion accuracy. In the LLM-as-Rec setting, to ensure that LLM does
not produce invalid outputs (such as missing or duplicate items),
we also report the Valid Rate, which measures the proportion of
compliant rankings.

2.4.3 Details. We adopted the leave-one-out strategy, commonly
used in previous work [3, 13, 89]. For each user u, the final inter-
acted item i|¢y, | is set aside as the test item, while all previously
interacted items constitute the training set [24]. For training tradi-
tional recommendation models, each positive interaction is paired
with a randomly selected negative item, and we optimize the mod-
els using BPR Loss [50]. Both SASRec and LRURec use 2 layers, a
dropout rate of 0.3, and a learning rate of 0.001. The batch sizes are
128 for the Toys dataset and 32 for Instruments. During inference,
we randomly sample C — 1 negative items for each user and rank
them together with the ground-truth item [31]. Following [34, 71],
We set C = 20 for LLM-as-Rec and C = 1000 for traditional recom-
mendation models. For Best-of-N and Beam Search, we use N = 4
beams and M = 1 new branch per beam due to the computational
time limit. The maximum output length is set to 8192 tokens. For
Beam Search and MCTS, the tree depth (i.e., maximum step count)
is set to 50. For more details on the model implementation, please
refer to the code link.

3 Impact of Inference Scaling on
Recommendation Performance (RQ1)

In this section, we first investigate whether inference scaling can
enhance the performance of recommendation systems.

3.1 Effect of Different Policy Model Features

We examine how the choice of policy model influences recom-
mendation quality when features are generated with a basic CoT
strategy. The results for LLM-as-Rec and traditional recommenda-
tion models are shown in Table 2 and 3, respectively. Because each
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setting uses a different number of candidate items, the two tables
should not be compared side by side. Key findings are summarized
below:

(1) Positive Impact of Features: Overall, adding distinguish-
able features that capture user preferences improves the recom-
mendation performance of the LLM. For instance, DeepSeek-R1
achieves an NDCG@10 of 48.86 in DR, which is a 12% improvement
over the baseline (43.50). Furthermore, the Valid Rate improves after
feature augmentation, indicating that the features validated by the
reward model are helping the LLM complete the recommendation
task more effectively.

(2) Long-CoT vs. Non-Long-CoT Models: For LLM-as-Rec,
we observe that models with long-CoT processes, such as o1-mini
and o03-mini, outperform their non-long-CoT counterparts (gpt-
40-mini). For instance, for DR on the Toys dataset, the NDCG@5
metric improves from 38.87 (for gpt-4o0-mini) to 39.25 (for o1-mini)
and 42.23 (for 03-mini). Similarly, gemini-2.0-flash-thinking-exp
shows an improvement over the non-long-CoT gemini-2.0-flash,
confirming that long-CoT reasoning provides a significant advan-
tage in feature generation. While DeepSeek-V3 performs slightly
worse than DeepSeek-R1 on the Instruments dataset, the latter
outperforms DeepSeek-V3 on the larger Toys dataset. One notable
exception is QwQ, which underperforms relative to the Qwenz2.5-
Instruct series. We speculate that this is due to QwQ generating
fewer features, a point we will further explore in Section 5. For tra-
ditional recommendation models, distilled versions of DeepSeek-R1
and gemini-2.0-flash-thinking-exp also lead to strong performance,
suggesting the potential of integrating long-CoT reasoning into
traditional frameworks.

(3) Transfer of Advanced Reasoning to Recommendation:
Models like DeepSeek-R1, gemini-2.0-flash-thinking-exp, and 03-
mini stand out for their superior performance, with the first two
excelling on different datasets for LLM-as-Rec. These models also
perform strongly in math and coding topics of Chatbot Arena [11],
indicating that the advanced inference scaling techniques driv-
ing their success in reasoning-intensive tasks also benefit
recommendation. We believe this transfer stems from the out-of-
distribution (OOD) nature of recommendation data: due to highly
personalized user behavior, recommendation data is generally not
used during the pre-training of most LLMs [17, 36]. As suggested
by [75], training LLMs on long-CoT data can improve generaliza-
tion to OOD tasks, enabling them to reason more effectively about
nuanced user preferences.

In summary, we demonstrate that augmenting recommendation
systems with LLM-generated features significantly improves perfor-
mance, especially when models use long-CoT reasoning. Moreover,
policy models that excel in math and coding tasks tend to generate
superior features for capturing user preferences. This convergence
underscores the potential of inference scaling as a general strategy
for enhancing recommendation systems.

3.2 Effect of Different Search Strategies

In math and coding tasks, models often cannot arrive at a final
solution in a single step. Instead, they often rely on search algo-
rithms—either exploring multiple solution paths in parallel [5] or
iteratively refining a candidate solution [40]. Naturally, one might
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Table 2: Performance of LLM-as-Rec with features from various policy models. The baseline performance, labeled as “w/o
features”, reflects results without the inclusion of additional features. Bold denotes the highest scores across all policy models.
For brevity, ‘%’ is omitted from scores in subsequent tables and figures.

Dataset Policy Model DR cr g
valid Rate  NDCG@5 HIT@5 NDCG@10 HIT@10 Valid Rate NDCG@5 HIT@5 NDCG@10 HIT@10 HIT

w/o features 94.80 37.21 51.01 43.50 70.67 99.33 35.46 49.69 42.06 70.28 24.46
[ Qwen2.5-7B-Instruct 97.28 40.75 56.72 46.84 75.54 99.67 39.26 54.88 45.73 74.98 27.13
[ Qwen2.5-14B-Instruct 97.38 39.83 55.24 46.20 74.98 99.52 38.22 53.47 44.90 74.22 26.23
[ Qwen2.5-32B-Instruct 96.95 40.39 54.94 46.95 75.41 99.71 39.46 55.14 45.91 75.23 26.75
& DeepSeek-R1-7B 96.90 37.39 52.36 44.15 73.33 99.52 36.24 51.37 43.09 72.69 24.27
@ DeepSeek-R1-14B 95.90 38.14 52.56 44.71 73.05 99.57 35.81 49.86 43.12 72.65 25.08
@ DeepSeek-R1-32B 97.38 38.79 53.97 45.58 75.02 100.00 37.11 52.84 43.85 73.63 25.56
Toys %% QwQ-32B-Preview 96.09 38.16 53.10 44.37 72.41 99.71 35.32 50.65 42.22 72.12 24.75
© gpt-40-mini 97.14 38.87 52.97 45.64 74.13 99.71 38.16 52.89 44.78 73.46 26.51
® 01-mini 97.19 39.25 53.29 46.13 74.68 99.81 38.82 53.94 45.44 74.58 25.99
© 03-mini 97.23 42.23 56.89 48.11 75.28 99.86 40.69 55.97 47.25 76.41 29.04
@ DeepSeek-V3 97.28 41.63 56.47 48.15 76.72 99.90 40.98 55.80 47.06 74.65 28.42
@ DeepSeek-R1 97.23 42.56 56.74 48.86 76.31 99.62 42.35 58.83 47.66 75.30 29.33
G gemini-2.0-flash 97.38 40.89 55.63 47.12 75.07 99.76 40.76 56.64 46.82 75.48 27.61
G gemini-2.0-flash-thinking-exp 97.42 41.13 55.07 47.35 74.40 99.76 41.24 57.31 47.20 75.72 28.85
w/o features 95.33 40.77 56.13 46.85 75.23 99.75 36.01 53.14 43.23 75.59 23.99
%% Qwen2.5-7B-Instruct 97.42 44.10 58.33 50.24 77.53 99.63 39.73 54.44 46.66 75.80 27.68
%% Qwen2.5-14B-Instruct 98.28 39.28 53.44 46.67 76.47 99.63 35.87 52.10 44.07 77.53 27.68
%% Qwen2.5-32B-Instruct 97.79 43.28 58.11 49.92 78.62 99.88 39.95 57.27 47.13 79.56 27.68
& DeepSeek-R1-7B 96.56 41.88 57.96 48.37 77.96 99.88 36.80 53.94 44.45 77.83 25.22
@ DeepSeek-R1-14B 96.43 40.31 55.23 47.75 78.44 99.63 35.55 52.72 43.01 76.05 24.48
@ DeepSeek-R1-32B 97.66 40.13 55.04 46.99 76.20 99.63 38.66 55.93 45.23 76.30 25.46
Instruments 7 QwQ-32B-Preview 95.69 43.20 59.25 49.50 78.66 99.63 39.22 55.80 46.64 78.77 25.22
© gpt-40-mini 97.79 41.86 57.48 48.76 78.99 100.00 40.79 58.43 47.34 78.84 29.77
© 01-mini 98.15 46.21 62.66 51.65 79.57 99.88 43.04 61.08 48.81 79.06 30.01
© 03-mini 97.54 45.60 59.90 52.12 80.08 99.88 43.20 59.85 49.31 78.82 30.01
@ DeepSeek-V3 97.91 48.10 62.69 53.84 80.65 99.63 44.59 62.10 51.04 82.10 32.10
@ DeepSeek-R1 98.52 47.82 62.05 53.36 79.28 99.63 44.29 61.73 50.60 81.48 30.75
G gemini-2.0-flash 97.54 48.98 64.56 55.05 83.23 99.88 45.65 64.53 51.54 82.76 31.49
G gemini-2.0-flash-thinking-exp 98.77 49.96 65.63 55.50 82.57 100.00 47.41 64.82 53.54 83.76 31.24

ask whether these same algorithms are equally beneficial for feature
generation in a recommendation context, where the model’s goal is
to uncover user preferences. In this study, we evaluate four search
strategies for generating features: CoT, Best-of-N, Beam Search,
and MCTS.

To balance effectiveness and computational efficiency, we eval-
uate these strategies on the smaller Instruments dataset, using
Qwen2.5-7B-Instruct and Qwen2.5-14B-Instruct as our policy mod-
els. The reward model evaluates each strategy by counting the
number of valid features it produces—features that clearly distin-
guish between items a user likes and dislikes. The final output is
selected based on the highest number of valid features.

As shown in Table 4, all strategies outperform the baseline CoT
approach. For example, with Qwen2.5-14B-Instruct as the policy
model, CoT alone achieves an NDCG@5 of 39.28. In comparison,
advanced search algorithms achieve significantly better results:
Best-of-N (43.11), Beam Search (41.09), and MCTS (40.64). When
Qwen2.5-7B-Instruct is used in the ICL task, Beam Search slightly
outperforms Best-of-N. However, as the policy model size increases
(from 7B to 14B), Best-of-N maintains its advantage over step-level
methods like Beam Search and MCTS. Overall, Best-of-N shows
the largest performance gains especially when the policy model is
sufficiently large, likely due to its ability to select the best features
from multiple generated outputs.

These findings suggest that while step-level strategies like Beam
Search and MCTS are effective in domains where precise incremen-
tal steps are crucial (such as solving mathematical proofs [70] or

playing games like Go [54]), Best-of-N is more effective in identify-
ing the most relevant features for recommendation tasks. We will
further explore the reasons behind this trend in Section 5.2.

4 Advantages of Inference Scaling for Feature
Augmentation(RQ2)

In the previous section, we showed that features generated through

inference scaling improve recommendation performance. However,

it’s still unclear why this improvement happens—specifically, what

advantages long-CoT LLMs offer over those non-long-CoT models.

4.1 Increased Number of Unique Features

To investigate this aspect, we compare the features generated by
gpt-4o-mini and ol-mini in subsection 3.1. For each model, we col-
lect all valid features generated across users, then measure both
the total and the number of unique features after removing dupli-
cates through clustering. In particular, we use the bge-m3 [9] to
embed features and DBSCAN [18] to cluster them. Since users can
exhibit diverse decision factors [25], deeper and more personalized
reasoning allows the LLM to uncover the unique preferences and
decision-making factors of each user. As the model performs more
in-depth analysis of these varied factors, it is likely to generate
a greater number of distinct features, each reflecting different as-
pects of the user’s preferences. Therefore, the number of unique
features can serve as a valuable metric for assessing the extent to
which the model has captured the complexity and individuality of
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Table 3: Performance of Traditional Recommenders with features from various policy models.

Dataset Policy Model SASRec LRURec
NDCG@5 HIT@5 NDCG@10 HIT@10 NDCG@5 HIT@5 NDCG@10 HIT@10
w/o features 4.74 7.28 6.38 12.41 4.72 7.48 6.47 12.97
7 Qwen2.5-7B-Instruct 5.54 8.50 7.25 13.83 5.38 8.34 7.34 14.41
5 Qwen2.5-14B-Instruct 5.53 8.42 7.19 13.60 5.47 8.55 7.44 14.66
7 Qwen2.5-32B-Instruct 5.55 8.60 7.19 13.70 5.49 8.55 7.41 14.54
@ DeepSeek-R1-7B 5.40 8.34 7.11 13.68 5.48 8.52 7.42 14.54
@ DeepSeek-R1-14B 5.46 8.29 7.17 13.63 5.47 8.47 7.39 14.46
& DeepSeek-R1-32B 5.59 8.47 7.34 13.91 5.57 8.57 7.46 14.46
Toys %7 QwQ-32B-Preview 5.53 8.42 7.21 13.63 5.39 8.50 7.41 14.77
® gpt-40-mini 5.43 8.47 7.11 13.68 5.54 8.42 7.48 14.44
® 01-mini 5.47 8.47 7.20 13.91 5.49 8.57 7.33 14.29
® 03-mini 5.43 8.27 7.25 13.93 5.44 8.42 7.36 14.41
@ DeepSeek-V3 5.35 8.17 7.11 13.63 5.53 8.52 7.45 14.49
& DeepSeek-R1 5.46 8.27 7.28 13.93 5.49 8.57 7.35 14.36
G gemini-2.0-flash 5.56 8.65 7.13 13.55 5.42 8.39 7.39 14.49
G gemini-2.0-flash-thinking-exp 5.57 8.55 7.27 13.88 5.43 8.45 7.38 14.51
w/o features 5.31 6.98 5.91 8.83 4.53 5.77 5.39 8.47
7 Qwen2.5-7B-Instruct 5.79 7.69 6.81 10.96 5.96 7.33 6.79 9.89
7 Qwen2.5-14B-Instruct 5.66 7.40 6.70 10.60 5.92 6.98 6.99 10.39
[ Qwen2.5-32B-Instruct 5.72 7.62 6.72 10.75 6.03 7.40 6.80 9.82
& DeepSeek-R1-7B 6.25 8.33 7.20 11.32 5.82 7.19 6.68 9.89
& DeepSeek-R1-14B 5.96 8.19 6.88 11.03 5.94 7.19 6.82 9.89
@ DeepSeek-R1-32B 5.87 7.90 6.68 10.39 6.00 7.40 6.85 10.04
Instruments %% QwQ-32B-Preview 5.79 7.62 6.71 10.46 5.95 7.19 6.90 10.11
® gpt-40-mini 5.82 7.83 6.85 11.03 6.10 7.47 6.86 9.82
® o1-mini 5.72 7.47 6.64 10.32 5.82 7.12 6.70 9.82
® 03-mini 5.76 7.76 6.76 10.89 5.81 7.26 6.59 9.68
& DeepSeek-V3 6.08 8.19 6.78 10.39 5.91 7.12 6.82 9.96
@ DeepSeek-R1 5.73 7.76 6.45 9.96 5.77 7.33 6.52 9.75
G gemini-2.0-flash 5.86 7.83 6.78 10.75 6.04 7.33 6.93 10.11
G gemini-2.0-flash-thinking-exp 5.85 7.97 6.85 11.10 6.12 7.47 6.93 10.04
Table 4: Performance of LLM-as-Rec with features from various search strategies.
Policy Search DR ICL NIP
Model Strategy Valid Rate NDCG@5 HIT@5 NDCG@10 HIT@10 Valid Rate NDCG@5 HIT@5 NDCG@10 HIT@10 HIT
w/o features 95.33 40.77 56.13 46.85 75.23 99.75 36.01 53.14 43.23 7559  23.99
CoT 97.42 44.10 58.33 50.24 77.53 99.63 39.73 54.44 46.66 75.80  27.68
Qwen2.5-7B  Best-of-N 97.54 44.91 60.66 51.22 80.20 99.75 39.70 56.23 46.64 77.68  28.04
-Instruct Beam Search 97.42 43.70 59.09 49.85 78.41 99.63 40.06 56.67 46.92 77.90 2620
MCTS 97.42 41.87 56.44 48.12 75.88 99.51 39.43 56.37 45.81 7627 26,57
CoT 98.28 39.28 53.44 46.67 76.47 99.63 35.87 52.10 44.07 77.53  27.68
Qwen2.5-14B  Best-of-N 97.91 43.11 58.54 49.22 77.76 99.88 40.06 56.77 46.73 7734  27.68
-Instruct Beam Search 97.79 41.09 55.97 47.79 76.73 99.75 36.62 52.90 43.93 7559 2731
MCTS 97.79 40.64 54.72 48.17 77.99 99.51 37.99 54.39 44.95 76.14 2472

Table 5: Total and unique feature counts generated by two
policy models on different datasets.

Dataset Policy Model #Total features #Unique features
gpt-40-mini 25,536 4,037
T
oys o1-mini 31,822 4,482
Instruments gpt-40-mini 8,156 2,766
0l-mini 11,443 4,086

user decision-making. The results, presented in Table 5, show that

ol-mini generates more features overall and more unique features
than gpt-40-mini, indicating that extended CoT reasoning enables
a more comprehensive exploration of user preferences.

To further analyze the relationship between feature quantity and
recommendation performance, we use the larger Toys dataset to
minimize noise and yield robust insights. For each policy model, we
plot the number of unique valid features (log-scaled, base 10) against
DR performance. Results in Figure 1 indicate a positive correlation:
as the number of unique valid features increases, recommendation
performance improves. This finding suggests that the quantity of
unique valid features can be considered a reasonable indicator of the
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Figure 3: Win-Tie-Lose Comparisons on specificity of fea-
tures from gpt-40-mini and o1-mini.

depth of personalized reasoning, and can serve as a useful predictor
of recommendation performance.

4.2 More Detailed and Specific Descriptions

Beyond generating more features, we find that o1-mini also pro-
duces features that are more specific and clearly described compared
to gpt-4o-mini. To evaluate this, we use an LLM-as-a-judge [88]
approach. We present pairs of feature descriptions—one from gpt-
40-mini and one from o1l-mini—to three judge models: gpt-40-mini,
ol-mini, and claude-3-5-sonnet [2]. To mitigate position bias [53],
each feature pair is evaluated twice, with the positions of the gen-
erated features swapped between the two rounds. We consider a
feature description superior only when both evaluations are con-
sistent; otherwise, the result is recorded as a tie.

Figure 3 shows that all judges unanimously rate o1-mini’s fea-
tures as more specific and better described than gpt-4o-mini. No-
tably, even though LLMs often exhibit self-enhancement bias [6, 15,
88]—where they tend to favor their own generated content—gpt-4o-
mini still rated o1-mini’s descriptions more favorably. This further
supports that o1-mini produces more detailed and precise features.

In summary, the key benefits of inference scaling in feature gen-
eration are: (1) it generates more features, and (2) these generated
features are more specific and detailed. These advantages suggest
that longer reasoning chains enable models to explore a richer space
of possible features, providing more meaningful insights into user
preferences for recommendation tasks.

5 Factors Influencing the Number of Generated
Features (RQ3)

In previous sections, we showed that feature quantity plays an
important role in recommendation performance. Here, we examine
what factors influence this quantity—focusing on the impact of
model choice and search strategy.

5.1 Model Selection

Following the procedure in Section 4, we collect all features gener-
ated by each policy model across all users. The reward model then
identifies which features effectively distinguish users’ liked items
from disliked ones. After clustering and removing duplicates, we
compare the number of unique features from each policy model.
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Figure 4 illustrates the growth of unique features as a function
of the total number of valid features on the Toys dataset. The hor-
izontal axis represents the total number of valid, distinguishable
features generated across all users, while the vertical axis indicates
the number of unique features—serving as a proxy for the depth of
personalization. Three key observations emerge:

(1) Model Families. The DeepSeek and Gemini families attain
the top points on the vertical and horizontal axes, respectively.
DeepSeek-R1 generates the highest number of unique valid features,
whereas gemini-2.0-flash-thinking-exp produces a large number
of features overall but fewer truly unique ones—indicating high
quantity but somewhat weaker personalization. Within the GPT
family, 03-mini stands out for strong uniqueness, second only to
DeepSeek-R1. By contrast, the Qwen series produces fewer features
in total (under 20K) and fewer unique features (under 5K).

(2) Long-CoT. When comparing models within the same fam-
ily, those incorporating extended reasoning—via SFT [28], RL [41],
or other advanced training techniques [23]—produce significantly
more unique features than their base counterparts. For example,
in Figure 4(a), DeepSeek-R1 produces over three times the num-
ber of unique features compared to DeepSeek-V3, while 03-mini
outperforms gpt-40-mini by over 50%. Similarly, gemini-2.0-flash-
thinking-exp surpasses gemini-2.0-flash, and the distilled versions
of DeepSeek-R1 for Qwen exhibit steeper slopes than standard
Qwen models of the same scale (Figure 4(b)). This suggests that ex-
plicitly producing a richer chain-of-thought (rather than keeping it
implicit in model parameters) helps capture more granular decision
factors, facilitating the discovery of a broader range of user-specific
features. One exception is QwQ, which generates fewer features
than Qwen2.5-7B-Instruct, aligning with the results in Section 3.1
that QwQ underperforms Qwen in downstream recommendations.

(3) Model Size. Overall, larger models tend to generate more
unique features. For example, DeepSeek-R1 (671B) generates over
17,500 unique features, whereas its distilled 7B, 14B, and 32B ver-
sions produce only a few thousand. However, size is not always
a guarantee of better personalization. Within the 7B-32B range,
the 7B variants often surpass their 14B and 32B counterparts in
personalization capacity across both Qwen and distilled DeepSeek
models. Notably, smaller models that benefit from long-CoT train-
ing can even outperform larger models without extended reasoning.
For instance, DeepSeek-V3 (671B) generates around 5K unique fea-
tures, whereas DeepSeek-R1-7B produces over 7K—highlighting
the substantial role of long chain-of-thought processes.

In summary, long-CoT training and model family are influential
factors in feature generation. In highly personalized domains such
as recommendation, where user decision factors vary widely, a
detailed, case-by-case approach that leverages explicit and extended
reasoning proves particularly advantageous.

5.2 Search Strategies

We next investigate how search strategies affect the quantity of gen-
erated features. Figure 5 presents results on the Instruments dataset.
All strategies exhibit a roughly linear relationship between the to-
tal and unique feature quantity. Notably, Best-of-N consistently
produces the highest total and unique feature counts, while Beam
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Figure 4: Number of unique features generated by each policy model versus the total number of features on the Toys dataset.
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Figure 5: Comparison of different search strategies on the
Instruments dataset.

Search and MCTS generate fewer. This aligns with their recommen-
dation performance in Section 3.2, where Best-of-N outperforms
the other search strategies.

The underlying reason lies in the difference between step-level
and solution-level optimization. In tasks like math [70] or games like
Go [54], each intermediate step must be correct to avoid disrupting
the final outcome; local missteps can ruin the entire sequence,
making step-level search essential for achieving a globally optimal
result. In contrast, user-feature generation in recommendation is
less tightly coupled: each newly proposed feature—whether relevant
or not—does not necessarily affect subsequent features. Even if
some features are ineffective, the model can still generate valid and
valuable features afterward. For instance, generating features such
as appearance, price, or durability are relatively independent, so
discovering useful features after ineffective ones can still improve
the overall result. Therefore, step-level search provides limited
benefits in recommendation tasks, whereas solution-level strategies
like Best-of-N are more effective in identifying the most promising
solution without requiring each incremental step to be optimal.

6 Related Work

LLMs for Rec. LLMs can enhance recommendation systems by pro-
viding contextual understanding and reasoning abilities [27]. Recent
work on LLM-based augmentation in recommendation generally
follows two main directions. The first approach leverages LLMs for
text embedding, integrating user and item attributes into unified

representations [26, 33, 52, 76, 84]. The second approach focuses
on generating additional information for recommendations. For
instance, KAR [68] instructs LLMs to produce item descriptions and
user preference rationales, while LLM-ESR [39] summarizes user
preferences. RLMRec [49] describes both user and item attributes,
incorporating collaborative information, and LLM-CF [56] uses a
chain-of-thought to represent user decisions. RecSAVER [62] gen-
erates post hoc rationales which could be seen as interaction-level
features and distills them into a smaller model for rating predic-
tion. ReasoningRec [4] and EXP3RT [32] additionally generate user
and item profiles, and reason whether the user will like/dislike the
item before making recommendations. Reason4Rec [20] breaks the
reasoning process into multiple steps, training each step indepen-
dently to improve performance. However, most of these methods
rely on relatively fast inference, frequently resulting in incomplete
coverage and insufficient specificity [29].

Inference Computation Scaling. Inference scaling involves
allocating more computational resources to the inference stage,
allowing LLMs to reason based on additional prior steps. This shift
from System-1 (fast thinking) to System-2 (slow thinking) reason-
ing enhances their ability to process complex tasks [10, 29]. The
relationship between performance and inference time was first ex-
amined by Snell et al. [55], and recent studies [8, 48, 51, 73, 82] have
demonstrated promising results in math and coding tasks. More-
over, Yue et al. [78] investigates inference scaling for Retrieval Aug-
mented Generation, and Sun et al. [57] employs test-time scaling to
address challenges in complex multi-step reasoning. However, none
of these works have investigated whether inference scaling can help
address the incomplete coverage problem in recommendation tasks,
and we aim to explore how this technique can improve personalized
recommendation systems through feature augmentation.

7 Conclusion

In this paper, we demonstrate that inference scaling can signifi-
cantly enhance feature augmentation for recommendation systems.
Our experiments show that long-CoT models, compared to tra-
ditional fast inference methods, generate more detailed and spe-
cific features that better capture user decision factors, resulting
in markedly improved recommendation performance. In contrast
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Direct Recommendation Prompt for LLMs

A user has interacted with the following items:
[Item Title 1], [Item Description 1], [User Rating 1].
[Item Title 2], [Item Description 2], [User Rating 2].

Here is the summary of the preferences of the user:
{Features 7, generated by LLMs}

Based on the history, please rank the following 20 candi-
dates in order of priority from highest to lowest:
[Candidate Title 1], [Candidate Description 1].
[Candidate Title 2], [Candidate Description 2].

Output format: a python list.

Figure 6: The prompt of LLM direct recommendation. Bold
text represents portions removed when features from LLMs
are not included.

to faster inference methods, long-CoT reasoning overcomes chal-
lenges like incomplete feature coverage and insufficient specificity.
Additionally, we observe that the quantity and specificity of fea-
tures are closely linked to the accuracy and effectiveness of the
recommendations. Overall, our findings highlight the potential of
inference scaling to improve user preference modeling and person-
alization in recommendation systems, paving the way for future
research on its broader application across personalized tasks.

A Appendix
A.1 Search Strategies

In this section, we introduce the search algorithms in detail:

(a) CoT. LLM explicitly outputs its intermediate reasoning steps.
This has been the default approach in our experiments.

(b) Best-of-N [12]. The policy model generates N complete out-
puts for each user. Each output includes a set of proposed features,
which are evaluated by the reward model. A feature is marked as
valid if it effectively distinguishes between items the user liked
and disliked. The final output is chosen as the one with the highest
number of valid features.

(c) Beam Search [69]. The policy model first produces N partial
outputs (beams), each ending at the first occurrence of \n\n—which
we treat as a step. The reward model evaluates each beam based
on the number of valid features and keeps the top N/M beams.
Each of these retained beams is then expanded by generating M
new branches, maintaining a total of N beams at each stage. This
process repeats until complete outputs are generated.

(d) MCTS [7]. This lookahead method builds a search tree from
the initial prompt (root) to a complete feature set (leaf). In each
round, it performs four phases: (1) Selection: Traverse the tree
from the root to an unexplored node with the highest UCB score.
Each node represents a partial output that ends with \n\n.(2) Ex-
pansion: Expand the selected node by generating the next step in
the output—i.e., continue the output until the next \n\n is reached.
(3) Evaluation (Rollout): From the expanded node, simulate a full
output and use the reward model to assess its quality. (4) Back-
propagation: Propagate the estimated reward back through the
tree to update earlier nodes and inform future selections.
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CoT and Best-of-N operate at the solution level, selecting
among multiple fully generated outputs. In contrast, beam search
and MCTS operate at the step level, intervening on the policy
model’s partial outputs as they unfold [79].
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